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Abstract. In this paper, we propose a simple and effective method for speech understanding. The method incorporates some speech recognizers. We use two recognizers, a large vocabulary continuous speech recognizer and a domain-specific speech recognizer. The integrated recognizer is a robust and flexible method for speech understanding. For the integration process, we use a simple edit distance measure of each output sentence from each recognizer. Our method has high scalability and accuracy. The experimental results show the effectiveness of the proposed method.
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1. Introduction
Speech understanding and dialogue systems have been developed for practical use recently. These systems often recognize user utterances incorrectly. It is important to deal with speech recognition errors for speech understanding systems. Extracting keywords and understanding an utterance using them reduce speech recognition errors (Bouwman et al. 1999, Komatani and Kawahara 2000). Another approach is to use domain-specific grammars and linguistic models. However these methods can not handle out of domain and spontaneous utterances.

One approach for the improvement is to repair recognition errors by users. There are many studies on detection of recognition errors in a speech output. Goto et al. (2005) have proposed some systems with nonverbal speech information, such as “SPEECH STARTER” and “SPEECH SPOTTER”. Ogata and Goto (2005) have proposed a speech input interface with a speech-repair function. Although repairing recognition errors by humans is effective in terms of development of a speech understanding system with high recognition accuracy, it is costly for users.

Combining some recognizers is one of the best approaches to improve the accuracy of speech understanding systems (Isobe et al. 2007, Utsuro et al. 2004). Utsuro et al. (2004) have obtained high accuracy by using some speech recognizers' outputs. However they dealt with word error reduction only. Although Isobe et al. (2007) have proposed a multi-domain speech recognition system by using some domain-specific recognizers, their system cannot treat out-of-domain utterances such as a chat between users. However the chat utterances often include a significant role as the context of the dialogue.

In this paper we propose a simple and effective speech understanding method based on a large vocabulary continuous speech recognizer (LVCSR) and some domain-specific speech
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recognizers (DSSR). The task of this system is speech understanding for a livelihood support robot. The DSSRs recognize particular utterances about orders; e.g., order utterances from elders who need care and order utterances from nurses. Figure 1 shows the outline of the proposed method. We construct the grammar-based DDSR for order utterances with small vocabulary and high accuracy for each order type. We use the LVCSR for recognition of utterances that the DDSR can not recognize, such as a chat between users. The information recognized by the LVCSR is of assistance for context construction of a dialogue. If we handle these different speech recognizers selectively and integratively, we realize a flexible and robust speech understanding method. Figure 2 shows the effectiveness of the proposed multiple recognizer. The DDSR achieves the order recognition with high accuracy and the LVCSR supplies lack of information in the order utterances.

In this paper we use two recognizers, a large vocabulary continuous speech recognizer and a domain-specific speech recognizer for user’s order utterance understanding. In the experiment we focus on the selective usage of the multiple speech recognizer. In other words, it is to select outputs from each recognizer. For example, with respect to the utterance “Please pick up the remote” in Figure 2, it is important which result to select. For the selection we propose the One Commoner and Some Specialists (OCSS) model. In our system, the LVCSR is the commoner, namely domain-independent, and the DSSRs are specialists, namely domain-dependent. We focus on the difference between outputs generated from the commoner and specialists. For the method, we compare several features to judge whether an input utterance is an order to the robot or not.

**Figure 1:** The outline of the proposed system.

**Figure 2:** The effectiveness of a multiple recognizer.
2. Grammar-based recognizer

We use Julius as the LVCSR and Julian as the DSSR (Lee et al. 2001). The Julian consists of a vocabulary and a grammar file. For the grammar file we describe sentence structures in a BNF style, using word category names as terminate symbols. The vocabulary file defines words with its pronunciations (i.e., phoneme sequences) for each category.

Here we design grammar and vocabulary files of the Julian which accepts only order utterances from users. The acceptable utterances by our DSSR recognizer for order sentences are as follows:

- [Noun] wo [Verb] shite kudasai or kureru? [e.g., Please pick up the cellular telephone.]
- [Noun] wo [Verb] shitai [e.g., I want to eat the snack.]
- [Noun] wo [verb] kudasai or kureru? [e.g., Give me it.]
- [Location] ni aru [Noun] wo [Verb] shite kudasai or kureru? [e.g., Please bring the remote controller on the table.]
- [Noun] [e.g., The cellular telephone.]

We evaluated this grammar-based recognizer with 50 test utterances and 2 test subjects (male and female). The accuracy rate was 97% on the utterance-level. Here the utterance-level denotes that we judged that the output was correct if all words in an utterance were correct. This result shows that the DSSR used in our multiple recognizer is a robust and high accurate speech recognizer for the order utterances.

3. Output Selection

In our system, we need to judge whether an input utterance is an order to the robot or not. In this section we explain features and rules for the output selection.

3.1. Features

For the output selection, we compared each output in a preliminary experiment. As a result, we obtained 4 effective features for the selection; (1) confidence, (2) the number of candidates, (3) existence of a short pause mark and (4) a similarity between outputs.

- **Confidence**:
  This is a confidence measure that is computed from the speech recognizer Julius/Julian. This score is based on a posterior probability of each word (Lee et al. 2004). The range is from 0 to 1.

- **The number of candidates**:
  The 2nd feature is the number of candidates of each DSSR. The number of candidates in a DSSR's output usually becomes small in the case that an input utterance is an order sentence. The reason is that the DSSR has high accuracy for target utterances because of small vocabulary. On the other hand, the number of candidates of a DSSR becomes large if the input is not an order utterance. In this situation, the DSSR generates many misunderstood results because the DSSR can not accept the input essentially.

- **Short paused mark**:
  Julius/Julian can deal with a short pause in an utterance. If a short pause exists in an utterance, it output a short pause mark in the recognition result. The DSSR often contained the short pause mark in the result in the case that an input was not an order utterance\(^1\). Therefore the existence of the short pause mark in the output of the DSSR is effective to judge whether a input utterance is an order to the robot or not.

- **Similarity**:
  The 4th feature is based on a similarity measure between outputs of the LVCSR and DSSR. Even human beings tend to misunderstand words which consist of similar pronunciations (Komatani et al. 2005). Here we focus on the output of the LVCSR. If an input is an order utterence, the DSSR and the LVCSR generate similar outputs on phoneme-level because the

\(^1\) I think that the reason is that the system replaced the part which it cannot analyze, with the mark.

LVCSR is domain independence. On the other hand, if the input is not an order utterance, they often generate different outputs even on the phoneme-level because the DSSR never generates the correct result for non-order utterances.

Komatani et al. (2007) have reported an utterance verification method based on difference of acoustic likelihood values computed from two recognizers. Kumar et al. (2005) have utilized Bhattacharyya distance to measure an acoustic similarity of different languages for multilingual speech recognition. In this paper, we use the edit distance as the similarity measure. The correspondence such as the edit distance is one of the most effective measures to identify high confidence words in outputs (Utsuro et al. 2004) and to extract similar word pairs (Komatani et al. 2005). In our method, if an input is an order utterance, the edit distance between the outputs from the DSSR and the LVCSR becomes small. However if the input is not an order utterance, that between the outputs from the DSSR and the LVCSR becomes large.

In our method, we compute the edit distance of utterance-level and word-level by using a DP matching algorithm. In the process, we compute the edit distance between phonemes of words for both levels.

### 3.2. Rules for the Selection

We apply the features to our selection process in the OCSS model. In the selection process, the rules to judge an utterance are applied in the following order:

1. If a short pause mark exists in the output of the DSSR or the output contains a word of which the confidence is 0, we select the output of the LVCSR as the final output.
2. If the number of candidates in the DSSR’s output is less than 9, we select the output of the DSSR as the final output.
3. Compute the edit distance of the utterance-level \((ED_{utter})\) between the LVCSR and each DSSR. For the outputs of which the edit distance is less than \(thresh_{utter}\), we select the output of the DSSR which contains the minimum \(thresh_{utter}\), as the final output.
4. Compute the edit distance of the word-level \((ED_{word})\) between the LVCSR and each DSSR. For the output of which the edit distance is less than \(thresh_{word}\), we select the output of the DSSR which contains the minimum \(thresh_{word}\) as the final output.

Otherwise, the LVCSR as the final output.

The \(ED_{utter}\) is the edit distance value on the utterance-level. The \(ED_{word}\) is the average of the edit distance value computed on word-level. These values are normalized by the number of phonemes in the outputs. The \(thresh_{utter}\) and \(thresh_{word}\) are threshold values for the judgment. These values are decided experimentally.

In the computation of the word-level, we eliminate word pairs that are matched completely first. Next, we compute all the combinations of the other. Finally, we employ the minimum combinations as the word-level edit distance. Figure 3 shows an example of the calculation of the \(ED_{utter}\) and \(ED_{word}\). In the figure, the dotted line denotes completely matched words. The numerals with arrows denote the original edit distance of the word pair. In the alignment process of word pairs, we select pairs which have the minimum value of the edit distance. In other words, we admit overlap of word pairs. For example, “noun vs. no” and “no vs. no” in Figure 3.
4. Experiment

We used 50 order utterances and 50 non-order utterances in this experiment. The DSSR accepts all the order utterances that used in this experiment. The non-order utterances consist of common greetings and daily conversation. The number of test subjects was 4 persons (2 men and 2 women). We evaluated our method with cross-validation.

Table 1: The result of classification of the outputs.

<table>
<thead>
<tr>
<th>Type</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order</td>
<td>0.888</td>
<td>0.965</td>
<td>0.924</td>
</tr>
<tr>
<td>Non-Order</td>
<td>0.962</td>
<td>0.877</td>
<td>0.917</td>
</tr>
</tbody>
</table>

Table 1 shows the experimental result of the judgment process. Although our method was simple, we obtained high accuracy. In the experiment, the ranges of $thresh_{utter}$ and $thresh_{word}$ which were determined from training data were 0.24-0.26 and 0.08-0.13, respectively. In other words, the changes of these thresholds were little in the cross-validation. These results show the effectiveness and robustness of our method.

Next, we analyzed the correctness of each feature. Table 2 shows the distribution of each feature. As a result, we obtained the knowledge that the accuracy rates without the edit distance features were not always high.

On the basis of this result, we evaluated our method with the edit distance measures only. In other words, we used the rule 3 and 4 in Section 3.2. The thresholds, namely $thresh_{utter}$ and $thresh_{word}$, were the same as the previous experiment. Table 3 shows the experimental result. As a result, we obtained extremely high accuracy although the method was very simple.

---

2 For example, “Today is busy.” and “I think that it rains in the afternoon of today.”
The standard deviation of the F-values in the cross-validation was approximately 0.007. Furthermore, the change of the F-value was at the most 0.01 even if the thresholds were fixed. These results show the effectiveness of our method.

Table 2: The correctness of each feature.

<table>
<thead>
<tr>
<th>Feature</th>
<th># of correct</th>
<th># of incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence</td>
<td>48</td>
<td>15</td>
</tr>
<tr>
<td>Short pause</td>
<td>93</td>
<td>6</td>
</tr>
<tr>
<td># of candidates</td>
<td>384</td>
<td>57</td>
</tr>
<tr>
<td>$ED_{utter}$</td>
<td>192</td>
<td>14</td>
</tr>
<tr>
<td>$ED_{word}$</td>
<td>388</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 3: The result of classification of the outputs by using the edit distance only.

<table>
<thead>
<tr>
<th>Type</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order</td>
<td>0.963</td>
<td>0.985</td>
<td>0.974</td>
</tr>
<tr>
<td>Non-Order</td>
<td>0.985</td>
<td>0.963</td>
<td>0.974</td>
</tr>
</tbody>
</table>

5. Discussion

Our method is very simple and robust. In addition, our method has high scalability. This results from comparing the edit distance between the LVCSR and each DSSR. In general, a multiple recognizer consists of only DSSRs. Isobe et al. (2007) have proposed a multi-domain speech recognition system based on the model likelihoods of the different domain specific language models. Our method differs from it in use of the LVCSR. By using the LVCSR for a multiple recognizer, the system becomes simple and has high scalability. Figure 4 shows the advantage of our method as compared with previous studies. In general, systems in previous studies need to recalculate a model to select an output. In our method, when users add other grammar-based recognizers, what they need to change is 2 thresholds only ($thresh_{utter}$ and $thresh_{word}$)\(^3\). In fact, after the experiment, we added a new DSSR (the 3rd recognizer) to recognize some system commands for a robot such as “Stop”, “Move to the right by 50cm” and “Please go back a little”. As a result we also obtained high accuracy of output selection from 3 outputs without any changes of the thresholds; there was little decrease of the F-Value. Also we evaluated our method with 5 recognizers. The 4th recognizer was for question utterances such as “Where is my cellphone?”. The 5th recognizer was for order utterances from nurses such as “Carry these meals to patient’s rooms”. In the additional experiment, we obtained approximately 0.95 on F-value with no change of the thresholds. Table 4 shows the details of the result. The test data consisted of 50 utterances (10 utterances for each category; daily conversation, orders from patients, system commands, orders from nurses and questions). The number of test subjects was 6 persons. These results show the effectiveness of the OCCS model with the edit distance.

Sako et al. (2006) have reported a method to discriminate a request to a system from a chat using AdaBoost. Tong et al. (2008) have reported a SVM-based method to separate a target language from other languages for spoken language recognition. Machine learning techniques generally need a large amount of training data to generate a classifier with high accuracy. However constructing training data by handwork is costly. As compared with them, our method can be realized with low cost. Besides, our method does not depend on particular speech recognizers although we used Julius/Julian in the experiment because it needs only phonemes of each output from the recognizer to select the final output. Although we evaluated our method for output selection in this paper, we do not discuss integration of several outputs. To supplement information (e.g., “under the bed” in Figure 2)
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\(^3\) Note that if users want to select an output from DSSRs only, our method does not need any changes because the thresholds are used to distinguish between an order utterance and a chat. If the system does not need to recognize a chat in a dialogue, all it needs to do is just select the output that contains the highest similarity with the LVCSR as the final output.
and to construct a context of a dialogue by using the LVCSR are our future work. In the experiment, the word accuracy rates of the LVCSR were 65% for order utterances and 32% for non-order utterances, respectively. This result shows the importance of improvement of the accuracy of the LVCSR. To apply the method in related work (Utsuro et al. 2004) to the LVCSR is also significant future work.

Figure 4: Comparison of a previous method and our method.

Table 4: The result of classification with 5 recognizers (edit distance only).

<table>
<thead>
<tr>
<th>Type</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st (LVCSR)</td>
<td>0.838</td>
<td>0.950</td>
<td>0.891</td>
</tr>
<tr>
<td>2nd (Patient’s Order)</td>
<td>0.983</td>
<td>0.966</td>
<td>0.975</td>
</tr>
<tr>
<td>3rd (Command)</td>
<td>1.000</td>
<td>0.933</td>
<td>0.966</td>
</tr>
<tr>
<td>4th (Question)</td>
<td>0.948</td>
<td>0.917</td>
<td>0.932</td>
</tr>
<tr>
<td>5th (Nurse’s Order)</td>
<td>1.000</td>
<td>0.983</td>
<td>0.992</td>
</tr>
<tr>
<td>Average</td>
<td>0.954</td>
<td>0.950</td>
<td>0.951</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, we proposed a simple and effective method for speech understanding with some speech recognizers. Our method, OCSS model, does not need any complex computation and models. It uses an edit distance measure only. Furthermore, it can deal with out-of-domain utterances by using the LVCSR’s output. We obtained the high precision and recall rates in the experiment. Future work includes (1) construction of the context using LVCSR and (2) development of multi modal interface with other sensors in the robot.
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Note that this accuracy rate is on word-level, i.e., word accuracy. On the other hand, the accuracy of the DSSR mentioned in Section 2 is utterance-level. In other words, even if the output utterance contains one mistake, it is incorrect. There is a significant difference between the LVCSR and the DSSR for the accuracy in this experiment.


